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#### Abstract

Introduction: Myasthenia gravis (MG) is a rare autoimmune disease characterized by muscle weakness and fatigue. Ptosis (eyelid drooping) occurs due to fatigue of the muscles for eyelid elevation and is one symptom widely used by patients and healthcare providers to track progression of the disease. Margin reflex distance 1 (MRD1) is an accepted clinical measure of ptosis and is typically assessed using a hand-held ruler. In this work, we develop an AI model that enables automated measurement of MRD1 in self-recorded video clips collected using patient smartphones. Methods: A 3-month prospective observational study collected a dataset of video clips from patients with MG. Study participants were asked to perform an eyelid fatigability exercise to elicit ptosis while filming "selfie" videos on their smartphones. These images were collected in nonclinical settings, with no inperson training. The dataset was annotated by non-


clinicians for (1) eye landmarks to establish ground truth MRD1 and (2) the quality of the video frames. The ground truth MRD1 (in millimeters, mm) was calculated from eye landmark annotations in the video frames using a standard conversion factor, the horizontal visible iris diameter of the human eye. To develop the model, we trained a neural network for eye landmark detection consisting of a ResNet50 backbone plus two dense layers of 78 dimensions on publicly available datasets. Only the ResNet50 backbone was used, discarding the last two layers. The embeddings from the ResNet50 were used as features for a support vector regressor (SVR) using a linear kernel, for regression to MRD1, in mm . The SVR was trained on data collected remotely from MG patients in the prospective study, split into training and development folds. The model's performance for MRD1 estimation was evaluated on a separate test fold from the study dataset. Results: On the full test fold ( $N=664$ images), the correlation between the ground truth and predicted MRD1 values was strong ( $r=0.732$ ). The mean absolute error was 0.822 mm ; the mean of differences was -0.256 mm ; and $95 \%$ limits of agreement (LOA) were $-0.214-1.768 \mathrm{~mm}$. Model performance showed no improvement when test
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[^0]data were gated to exclude "poor" quality images. Conclusions: On data generated under highly challenging real-world conditions from a variety of different smartphone devices, the model predicts MRD1 with a strong correlation ( $r=0.732$ ) between ground truth and predicted MRD1.
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## Introduction

Myasthenia gravis (MG) is a rare autoimmune disease that is characterized by muscle weakness and fatigue [1]. The estimated prevalence of MG is 20 per 100,000 in the USA [2]. For most MG patients, autoantibodies against the acetylcholine receptor ( AChR ) at the neuromuscular junction interfere with neural transmission [3]. Thus, weakness and fatigue worsen with sustained or repetitive muscle contractions.

Most patients ( $80-85 \%$ ) who present with ocular symptoms progress to generalized MG [4, 5]. Ocular symptoms of MG manifest when the muscles that control eye movement and eyelid elevation are impacted, affecting one or both eyes. Physiologically, these muscles are susceptible due to their high frequency of synaptic firing [3]. If the muscles controlling eyelid elevation - primarily the superior palpebral levator muscle - fatigue, then eyelid drooping (known as blepharoptosis or ptosis) occurs [6]. This symptom can be elicited clinically using the "eyelid fatigability" test $[7,8]$. This noninvasive exercise consists of asking the patient to maintain a prolonged upward gaze before returning to primary gaze (i.e., when the eyes are looking straight ahead), and the resulting change in eyelid positioning is then observed. Traditionally, ptosis has been quantified using the margin reflex distance (MRD), which is measured using a hand-held ruler [9]. To measure the MRD in the clinic, a clinician may direct a pen light at the patient's eye while they are in primary gaze. Margin reflex distance 1 (MRD1) measures the distance in millimeters (mm) between the corneal light reflex and the center of the upper eyelid margin. A normal MRD1 is $4-5 \mathrm{~mm}$, and the difference in MRD1 between a normal and ptotic eyelid is the degree of ptosis [10].

While MRD1 is often assessed by expert clinicians, it can be difficult for nonspecialists to measure reliably and is limited by the presentation of the patient at the time of the evaluation (it does not capture the fluctuation of symptoms over time). This can be particularly true for MG patients, as symptoms may not always be present
during an in-person evaluation. Indeed, Guterman et al. [11] describe a case study where diagnosis of seronegative ocular MG was enabled by asking the patient to take daily smartphone selfies to document fluctuating ptosis and eye misalignment.

Image analysis software for measurement of eyelid positioning from patient photographs has been previously developed [12-14]. Bodner et al. [14] reported development of a software algorithm to automate measurement of MRD1 from digital photographs of patients taken in an oculoplastic surgery clinic using a standardized protocol. Several groups have recently reported AI algorithms for recognition of eyelid positioning, specifically the measurement of MRD1 and palpebral fissure height [15-22]. Notably, these studies report the use of datasets acquired by taking patient photographs using commercially available cameras or a smartphone camera on a single device [16, 17], under highly standardized and optimized conditions. Furthermore, these models require the presence of a measurement standard in the photographs (or they assume the average size of the human eye as a measurement standard) and require manual data processing of eyelid morphology prior to data input into the model.

In this paper, we report the development of a patientcentered algorithm to measure MRD1 from "selfie" videos of MG patients taken using their own smartphones. These real-world conditions for remote data collection bring challenges such as variations in smartphone device and camera quality, patient positioning, camera angle, and lighting. To our knowledge, this is the first algorithm developed and tested for detecting a measure of ptosis on data contributed directly by patients using smartphones and demonstrates the feasibility of assessing MRD1 using automated image analysis on remotely collected video data recorded before and after an eyelid fatigue exercise.

## Materials and Methods

## Study Design

We conducted a prospective, observational study between October 2020 and July 2021 using fully decentralized methods (ClinicalTrials.gov identifier: NCT04590716). Participants were recruited from across the USA, using ads and social media campaigns to direct interested individuals to a landing page and screening tool for the eligibility criteria. Individuals who completed the screening and were approved to join the study did so by downloading the study mobile phone application (the study "app," available on iOS and Android) and completing a CFR Part 11 compliant eConsent and signature process. Inclusion criteria were a documented diagnosis of MG; ocular or bulbar (speech) symptoms; age 18+; resident in the USA for the duration of the study;


Fig. 1. Video prompts were used to allow participants to conduct the lid fatigability test using their own smartphones. a An in-app interface was created for conducting the twice-weekly video exercises. Participants could see prompts at the bottom of the screen and use the interface to record themselves performing the eyelid fatigability exercise. b Prior to the start of the video exercise, participants were prompted to center their faces on the screen, move to a well-lit area, and remove their eyeglasses. c Using the app interface, the video exercise was administered in three steps. First, the participant was instructed to gaze directly at the
smartphone camera for 3 s in order to capture a baseline image ("before" the exercise). Next, the participant was instructed to maintain an upward gaze while counting from 1 to 25 (thus fatiguing the eyelid elevation muscles impacted by MG "during" the applied strain). Finally, the participant was instructed to gaze directly back into the smartphone camera for 3 s , allowing capture of images to assess the level of ptosis elicited ("after" the exercise). The images shown are of a member of the study team and are used with his permission. The images are not from a participant enrolled in the study.
chosen specifically because the sustained upward gaze fatigues the muscles of eyelid elevation and causes ptosis specifically in MG patients.

## Annotation and Splitting of Study Data

To establish a labeled ("ground truth") dataset for model evaluation, researchers added manual annotations to video data collected in the study. All annotations were produced with Amazon SageMaker Ground Truth and VGG VIA annotation tools (https://www.robots. ox.ac.uk/~vgg/software/via/). These annotations included (1) landmarks on the eyelid, iris, and pupil (Fig. 2a); (2) image/video quality (Fig. 2b); and (3) the presence of other factors that could adversely affect landmark placement, such as eyeglasses (not shown). The eye landmarks were used to compute the ground truth MRD1, in pixels. The diameter of the iris (in pixels) was used to normalize the MRD1 value. This value was then converted to mm by multiplying by a standard conversion factor, the horizontal visible iris diameter of the human eye ( 11.8 mm ) [22, 23].

To train and ensure fair evaluation on subsets that represented the MG study dataset, we split the data into training, development,


Fig. 2. Manual annotation of study data to create a labeled dataset for model evaluation. The annotations were created using customconfigured Amazon SageMaker Ground Truth and VGG VIA annotation tools. Panel a shows representative annotations for landmarks on the upper and lower eyelids, iris, and pupil. Key landmarks annotated were (1) the lateral canthus (corner) of the eye, (2) the medial canthus of the eye, (3) the center of the upper eyelid margin, (4) the center of the lower eyelid margin, (5) the center of the pupil, (6) the edge of the pupil, and (7) the edge of the iris. Ellipses for the pupil and iris circumferences were generated from landmarks 5-7 (shown in red). To calculate the ground truth MRD1, horizontal lines were established between the medial and lateral canthi (horizontal A) and through the points at the center of
and test folds so that (1) no study participants were shared between the splits; (2) there was a similar distribution of age and sex in each split; (3) there was similar MRD1 distribution in each split. Images of "unusable" quality (in which the participant's face was not in the video frame or images were too dark or blurred to recognize facial landmarks) and where the participants wore eyeglasses were excluded from the folds.

## Model Training

We trained a neural network for eye landmark detection consisting of a ResNet50 backbone [24] plus two dense layers of 78 dimensions. Only the ResNet50 backbone was used, discarding the last two layers. The embeddings from the ResNet50 were used as features for a support vector regressor (SVR) using a linear kernel [25], for regression to MRD1, in mm. This approach was selected after exploring an early iteration of the model where the outputs of the two dense layers were used to calculate MRD1 based on landmark locations, using elementary geometry (deriving the features directly). However, the accuracy with this architecture was limited, as shown in online supplementary Figure 1 (for all online suppl. material, see https://doi.org/10.1159/000531224). Training of the ResNet50 backbone and the linear regressor are described in more detail below.
the pupil and at the upper eyelid margin (horizontals B and C, respectively). Horizontals B and C were established as parallel to horizontal A. The distance between horizontals B and C was the MRD1, in pixels. The diameter of the iris was calculated by taking the distance between landmarks 5 and 7 as the radius of the iris (in pixels); this value was used to normalize the MRD1 value. The resulting normalized value was then converted to mm by multiplying by a standard conversion factor, in this case the horizontal visible diameter of the human iris ( 11.8 mm ) [22, 23]. Panel b shows representative annotations for image quality across 4 categories (excellent, good, average, and poor). The images shown in this figure are publicly available and are not from participants enrolled in the clinical study.

The ResNet50 eye landmark detector was trained on a 5.6-million-frame dataset obtained by combining the following publicly available datasets: TEyeD [26], BUHMAP (Boğaziçi University Head Motion Analysis Project Database) [27], MUCT ("Milborrow/University of Cape Town") [28], Remote [29]. A random subset of 500 images from TEyeD was used for validation during the training process. A summary of the datasets used for training the eye landmark detector model is given in Table 1. The public datasets differed in terms of their annotation: while TEyeD had the full complement of landmarks used in our model, the other datasets had only a subset of these landmarks. To benefit maximally from both the densely annotated TEyeD as well as the less densely annotated MUCT, BUHMAP, and Remote datasets, we trained the ResNet50 using a custom loss function described in further detail in online supplementary information. The loss function penalizes L2 error on landmarks and the difference between the ellipse parameters of the ground truth and model iris and pupil ellipses. The loss was minimized using the Adam optimizer [30]. During model training, the following operations were performed to augment the dataset and improve generalization: (1) random rotation up to $+/-45^{\circ}$, (2) random brightness alteration $+\backslash-20 \%$, (3) random contrast alteration [50\%, 200\%], and (4) random JPEG quality adjustment [ $35 \%, 100 \%$ ].
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Table 1. Summary of the public datasets used to create the training dataset for eye landmark detection

| Dataset <br> name | No. of <br> videos | No. of <br> frames | No. of individuals <br> represented | Pupil <br> landmark <br> style | Iris landmark <br> style | No. of Eyelid <br> landmark points <br> per eye | Key variation <br> between video <br> frames |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| TEyeD | 413 | $5,648,924$ | 39 | Ellipse | Ellipse | 34 | Eyeball and eyelid <br> movement |
| MUCT | - | 3,755 | 751 | Center point | Center point | 8 | 8 |

Using the training and development data folds from the study, we trained a linear regression (we used an SVR algorithm) to predict MRD1 directly. That enabled us to swiftly experiment on the data gathered remotely on participants' smartphones. The SVR used a linear kernel, with hyperparameter values of epsilon $=0.1, \mathrm{C}=0.0001$ after tuning was performed on the development fold. Notably, the study data used for training of the linear regressor are different from the data available in the public datasets in two key ways. First, there is a different distribution of ground truth MRD1 values in the study data as compared to the public datasets (online suppl. Fig. 2). This is expected, as MG patients should exhibit smaller MRD1 values (consistent with the presence of ptosis). For the public data, the distribution of MRD1 lies overwhelmingly between 3.5 and 5.5 mm , and there are very few values below 3.5 mm . For the study dataset, the distribution is wider, including many more MRD1 values between 0 and 3.5 mm . In addition, the study dataset reflects a variety of conditions, including different smartphone devices, and variation in user- and environmental-related factors, such as lighting, distance from the smartphone camera, and camera angle.

## Model Inference Pipeline

The three-step model inference pipeline is shown in Figure 3. The model takes as input a selfie video clip and generates as output an MRD1 measure, in millimeters. Step 1 leverages a multitask cascaded convolutional neural network for facial feature recognition. It takes as input the first frame from the video clip containing the user's entire face and produces two cropped images, one for each eye. In step 2, a headless ResNet50 architecture is used to embed the eye image into a 2,048 -dimensional feature space. Finally, in step 3, regression from the embedding to MRD1 is performed using an SVR.

## Model Performance Evaluation

The model's performance was evaluated on the testing subset of the study data. Model performance is reported in terms of mean absolute error (MAE), standard deviation (SD), absolute standard deviation (ASD), and mean squared error (MSE) for MRD1 measurement, in mm. In addition, the Pearson correlation (product moment correlation coefficient) and Bland-Altman analyses were selected for their ability to assess correlation and agreement
between model predictions and the ground truth, respectively. Bland-Altman metrics reported are mean of differences (MD), $95 \%$ limits of agreement ( $95 \% \mathrm{LOA}$ ), and the percent of predictions with MD $>2 \mathrm{~mm}$. PCA analysis [31] was performed on the embeddings of the SVR training set to assess collinearity in the embeddings. The number of PCA components was set to 1,063 , equal to the number of training samples, and the cumulative explained variance was plotted against the number of principal comments. All statistical analyses were conducted in Python (version 3.8.2).

## Results

## Study Population Characteristics

The study enrolled 113 participants; $73 \% ~(N=82)$ completed the full study course (i.e., were not withdrawn). Participants completing the study were in 33 US states, their mean age was 54.9 (range 22-77 years, SD 13.6), and $58.5 \%$ were female. Represented racial and ethnic groups were $89 \%$ white, $4 \%$ black or African American, 2\% Hispanic or Latinx, 1\% Asian, 1\% other, $3 \%$ no response.

## Study Dataset Characteristics

A total of 909 video recording sessions were collected from 80 individuals across 68 different smartphone devices using iOS (55\%) and Android (45\%) operating systems. In each video recording session, three separate "clips" were recorded before, during, and after the eyelid fatigability exercise protocol (Fig. 1c). From these, we utilized 1,813 video clips (from before and after the eyelid fatigability exercise) for labeling. The first frame was extracted from each of these clips, and images of both eyes were cropped using a multitask cascaded convolutional neural network detector, which produced 3,626 individual eye images. Across the whole dataset, there


Fig. 3. MRD1 prediction model inference pipeline. The model pipeline consists of three fully automated steps. In step 1, an input video frame is captured, the face and eyes are detected in the frame, and the frame is cropped to isolate the left and right eyes. During step 2, a 2,048-dimensional feature embedding is produced and then ingested by the SVR to predict MRD1 in step 3.
were 170 unusable (4.7\%), 716 poor (19.7\%), 2,074 average ( $57.2 \%$ ), 610 good ( $16.8 \%$ ), and 56 perfect quality (1.5\%) images (Fig. 2b).

Characteristics of the training, development, and testing folds are shown in Figure 4. Each set achieved a comparable distribution of participants by age, sex, and ground truth MRD1 values. No participants were shared between the sets. The test set ( $N=664$ images) contained 83 poor (12.5\%), 326 average ( $49.0 \%$ ), 221 good (33.2\%), and 34 perfect (5.1\%) quality images. Characteristics of the test set gated for data quality are shown in Figure 4c.

## Model Performance for MRD1 Measurement

Figure 5 summarizes the model's performance on the testing fold. For the full testing fold ("poor" to "perfect" quality data, $N=664$ images), comparison of the model predictions with ground truth MRD1 values demonstrated a strong correlation ( $r=0.736$ ) (Fig. 5a). BlandAltman analysis demonstrated MD of 0.256 mm , with $95 \%$ LOA of $-0.214-1.768 \mathrm{~mm}$ (Fig. 5b). MAE and MSE were 0.822 mm and 1.133 mm , respectively (Fig. 5c). For the testing fold gated for data quality (excluding "poor" quality data, $N=581$ images), performance metrics were $r=0.732$, MAE 0.793, MSE 1.044. Bland-Altman MD was 0.214 mm , with $95 \%$ LOA of $0.058-1.726 \mathrm{~mm}$. PCA analysis of the embeddings on the training dataset showed that the first principal component covers $19.7 \%$, the first 10 cover $72.3 \%$, the first 100 cover $94.7 \%$, and the first 200 cover $97.8 \%$ of the variation (online suppl. Fig. 3). As expected, this suggests that there may be collinearity between features in the data. In addition, as shown in Figure 5, there is some bias in
the model output as it overestimates low MRD1 values and underestimates high MRD1 values. We computed the lines between the predicted and ground truth values, where the slopes were 0.4999 and 0.5076 and the intercepts were 1.2524 and 1.2552 for the full and limited test sets, respectively. This suggests that the model tends to underestimate the predicted values compared to the ground truth values. The high intercept values indicate that even for small ground truth values, the predicted values are relatively high.

## Impact of Demographic Features on Model Performance

To evaluate model robustness, we investigated the impact of demographic variables on model performance. We measured performance metrics on three different subsets of the test dataset (online suppl. Table 1): females ( 510 images), individuals older than 35 (556 images), and white participants ( 461 images). The performance did not vary significantly, with the following MAE values observed for each test subset: full test set (664 images): 0.822 mm , white participants: 0.906 mm , female participants: 0.788 mm , and participants over $35: 0.865 \mathrm{~mm}$. To further explore the generalizability of the model, we retrained the model on images from a subpopulation of white participants only ( 2,106 images, representing $94 \%$ of our entire dataset) and tested the model on a subpopulation of nonwhite participants (306 images, representing $4 \%$ of the dataset). The resulting performance metrics were MAE 0.562 , SD 0.744 , and ASD 0.487. Bland-Altman MD was -0.003 , and $\mathrm{MD}>2 \mathrm{~mm}=0.013$. For comparison, the MAE of the model trained and tested on the full dataset was 0.822 mm (Fig. 5). Taken together, the results

[^1]Lootus et al.


Fig. 4. Characteristics of training, development, and test data folds. Each plot in the figure shows the distribution, by fold (training [TRAIN], development [DEV], test [TEST]), of a property (count, age, sex, mean MRD1) of the dataset. Panel a shows the characteristics for participants assigned to each fold. Panel (b) shows characteristics of the images in each fold (assigned according to the characteristics of the image's subject). The distributions in panel $\mathbf{b}$ differ from those in panel $\mathbf{a}$ because of the difference in the number of images contributed by each participant.
of these experiments suggest that on our dataset, there was limited impact of selected demographic variables on model performance.

## Impact of Participant Data Contribution on Model Performance

Online supplementary Figure 4 shows the distribution of the number of video samples contributed per participant in the training dataset, indicating that approximately half of the participants assigned to the training dataset contributed the majority of the data used to train the linear regressor (SVR). To evaluate potential bias due to an unbalanced training set, we trained a new version of the SVR on an equal number of images (two) per participant. The resulting performance metrics were MAE 0.935 , SD 1.162 , and ASD 0.758. Bland-Altman MD was -0.312 , and $\mathrm{MD}>2 \mathrm{~mm}=$

Panel c shows the summary statistics for each fold. The properties (age, sex, mean MRD1) are similarly distributed between the folds. The proportion of participants in each fold is similar to the proportion of images in each fold - suggesting that the mean number of images contributed by each participant is similar in each fold. The last row of the table also shows the characteristics of the test set, gated for data quality to exclude 83 samples labeled as "poor" image quality (reduced TEST).
0.098. This suggests that the unbalanced training set may have had some impact on model performance; however, further experiments are required as the balanced training set is likely too small to allow for generalization to previously unseen data.

## Discussion

## Key Contributions and Comparison with Prior Work

Prior work has demonstrated the feasibility of produc- ever, these studies utilize high-quality datasets obtained under tightly controlled conditions which leverage digital cameras, specially trained technicians in oculoplastic and ophthalmology clinics, and images obtained from eye

[^2]
Abbreviations: GT = Ground Truth, PRED $=$ Predicted

| Metric | Quality: Poor, Average, Good, Perfect | Quality: Average, Good, Perfect |
| :--- | :---: | :---: |
| MD $(\mathrm{mm})$ | -0.256 | -0.214 |
| SD $(\mathrm{mm})$ | 1.033 | 0.999 |
| MAE $(\mathrm{mm})$ | 0.822 | 0.793 |
| ASD $(\mathrm{mm})$ | 0.676 | 0.645 |
| MD > $2 \mathrm{~mm}(\%)$ | 5.72 | 4.48 |
| MSE $(\mathrm{mm})$ | 1.13255 | 1.0444 |
| PMCC | 0.7358 | 0.731598 |
| 95\% LOA $(\mathrm{mm}, \mathrm{mm})$ | $[-0.214,1.768]$ | $[0.058,1.726]$ |

Abbreviations: MD = Mean Difference, SD = Standard Deviation, MAE = Mean Absolute Error, ASD = Absolute Standard Deviation, MD > $2 \mathrm{~mm}=$ Percentage of samples with Mean Difference greater than $2 \mathrm{~mm}, \mathrm{MSE}=$
c Mean Squared Error, PMCC = (Pearson's) Product Moment Correlation Coefficient, LOA $=$ Limits of Agreement

Fig. 5. Model performance for MRD1 prediction on the test fold of the study dataset. Panel a shows the predicted versus ground truth MRD1 for the full test fold and for the test fold gated for data quality (excluding "poor" quality images). Panel $\mathbf{b}$ shows BlandAltman plots indicating the mean of differences (MD, solid line) and the limits of agreement (LOA, dotted lines) for MRD1 predictions and ground truth on the full test fold and the gated
image atlases [13, 16, 17, 19]. Other groups have tested the performance of models on data obtained from smartphones, though only a single device was used [16, 17]. In contrast to prior work, our model's performance was evaluated on a real-world dataset acquired remotely by asking study participants with MG to record selfie videos
test fold. Panel c summarizes the relevant performance metrics for the model on each test dataset. Note that there are some negative MRD1 values in the dataset. Negative MRD1 values can occur in cases of severe ptosis, where the center of the iris is concealed by the drooping upper eyelid margin. In these cases, the center of the pupil can be inferred by the visible amount of boundary of the iris.
on their smartphones. While Qin et al. [18] also describe a similar approach, they do not provide any results to support the validation of model performance under real-world conditions. The samples collected in our study represent the challenging and hugely variable conditions present in real-world data. Our model predicts MRD1
within the context of variations in focal distance, lighting, background, and image quality. Notably, the study included 60 devices, many of which present variations in camera quality.

Furthermore, the images used for model evaluation did not include placement of a scale or object of known size during image acquisition (such as a paper ruler on the participant's face). The model performs well considering the lack of a reference standard in the images, demonstrating the potential for further development of an autonomous MRD1 prediction model using data collected remotely. We chose to use the visible iris diameter as a conversion metric, which has been used in similar work by others [22]. In our exploration of data quality's impact on model performance, we found no increase in predictive accuracy on images of "average" quality or better (Fig. 5). Despite variability in data quality, the performance of our model on this challenging dataset demonstrates a promising solution for remote MRD1 measures.

## Limitations

Our decentralized approach to data collection offers strengths and limitations. Enabling the patient to selfcapture images can result in a more patient-friendly tool, which can be used by participants at times more suitable to them. On the other hand, the recording conditions lack the control afforded under laboratory or standardized conditions, and the domain presents high variability in the quality of devices involved and the conditions under which the video recordings take place. In addition to device quality implications, patients may not adhere to the eyelid fatigability exercise. In future work, the model pipeline could be further refined by adding controls for the automated estimation of video quality during the measurements using real-time detection of lighting, camera angle and rotation, or eye gaze direction.

Principal component analysis demonstrated that there may be collinearity between some of the features in the data and thus high correlation between some features (online suppl. Fig. 3). In addition, the current model does have some bias, with a tendency to underestimate high MRD1 values and overestimate low MRD1 values. One of the primary challenges for developing the model was the limited availability of data from MG patients (a rare disease), who exhibit the pathology of interest (ptosis). To address the lack of available data for model development, we leveraged public datasets to assemble a large dataset of eye images that was used to train the ResNet50 backbone (Table 1). However, this dataset contained primarily samples with corresponding MRD1 values that were in the normal range ( $4-5 \mathrm{~mm}$ in healthy adults).

[^3]In contrast, the dataset collected in our study and used to train the linear regressor (SVR) had only a limited set of samples from participants with MG, with increased representation of lower MRD1 values due to the fact that MG patients exhibit ptosis (online suppl. Fig. 2). While the observed bias was significantly reduced from the first iteration of the model (online suppl. Fig. 1) through the use of a linear regressor, some bias still remains, and we plan to address this in future work. First, this could be addressed by implementing more stringent quality controls for participant data collection, as discussed above. In addition, we plan to conduct additional future studies with a larger number of patients in order to gather more data for model training and validation that is representative of the intended clinical context for patients with MG.

We also examined the impact of demographic features such as sex, age, and race on model performance. Testing the model on gated subsets of the test dataset reflecting these variables did not significantly impact model performance. Similarly, training on data only from white participants and testing the model on a test dataset of non-white participants also indicates that the model may be able to generalize more broadly, even though the diversity of participants of our current dataset is limited. Future work will aim to further examine model generalizability by enriching the diversity of participants represented in new data collected for model training and refinement.

## Conclusion

Our work demonstrates the feasibility of automated ptosis assessment from frames of video data collected remotely over a broad range of smartphones. The model developed holds promise as a patient-centric tool for objective, remote measurement of this important MG symptom.
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